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Motivations

**K computer Specifications**

<table>
<thead>
<tr>
<th>CPU (SPARC64 VIIIfx)</th>
<th>Cores/Node</th>
<th>8 cores (@2GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance</td>
<td>128GFlops</td>
<td></td>
</tr>
<tr>
<td>Architecture</td>
<td>SPARC V9 + HPC extension</td>
<td></td>
</tr>
<tr>
<td>Cache</td>
<td>L1 (I/D) Cache : 32KB/32KB L2 Cache : 6MB</td>
<td></td>
</tr>
<tr>
<td>Power</td>
<td>58W (typ. 30°C)</td>
<td></td>
</tr>
<tr>
<td>Mem. bandwidth</td>
<td>64GB/s.</td>
<td></td>
</tr>
<tr>
<td>Node</td>
<td>Configuration</td>
<td>1 CPU/Node</td>
</tr>
<tr>
<td></td>
<td>Memory capacity</td>
<td>16GB (2GB/core)</td>
</tr>
<tr>
<td>System board (SB)</td>
<td>No. of nodes</td>
<td>4 nodes/SB</td>
</tr>
<tr>
<td>Rack</td>
<td>No. of SB</td>
<td>24 SBs/rack</td>
</tr>
<tr>
<td>System</td>
<td>Nodes/system</td>
<td>&gt; 80,000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inter-connect</th>
<th>Topology</th>
<th>6D Mesh/Torus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance</td>
<td>5GB/s. for each link</td>
<td></td>
</tr>
<tr>
<td>No. of link</td>
<td>10 links/node</td>
<td></td>
</tr>
<tr>
<td>Additional feature</td>
<td>H/W barrier, reduction</td>
<td></td>
</tr>
<tr>
<td>Architecture</td>
<td>Routing chip structure (no outside switch box)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cooling</th>
<th>CPU, ICC*</th>
<th>Direct water cooling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other parts</td>
<td>Air cooling</td>
<td></td>
</tr>
</tbody>
</table>

**System**
LINPACK 10 PFlops over 1PB mem.
800 racks
80,000 CPUs
640,000 cores

**Node**
128 GFlops
16GB Memory
64 GB memory

**System Board**
512 GFlops
12.3 TFlops
15TB memory

* ICC : Interconnect Chip
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LU, QR, Cholesky

(a) First step.

(b) Second step.

(c) Third step.

Figure: Panel-update sequences for the LAPACK one-sided factorizations.
Hessenberg, TRD and BRD

Figure: Panel-update sequences for the LAPACK two-sided transformations.
Fork-Join Paradigm
PLASMA: Parallel Linear Algebra for Scalable Multi-core Architectures

- Parallelism is brought to the fore
- May require the redesign of linear algebra algorithms
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- Remove unnecessary synchronization points between Panel-Update sequences
- DAG execution where nodes represent tasks and edges define dependencies between them
- Dynamic runtime system environment QUARK
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Data Layout Format

LAPACK: column-major format

PLASMA: tile format
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- Mixed precision iterative refinement
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Power Monitoring with PowerPack
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<table>
<thead>
<tr>
<th>Power (Watts)</th>
<th>Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>CPU</td>
</tr>
<tr>
<td>Memory</td>
<td>Motherboard</td>
</tr>
<tr>
<td>Fan</td>
<td></td>
</tr>
</tbody>
</table>
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